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Abstract

We study both correctness and performance of the source/destination protocols of the available bit rate (ABR)

service in asynchronous transfer mode (ATM) networks. Although the basic protocol for rate-based congestion

management is relatively simple, the protocol speci®cation has to cope with several ``real-world'' cases such as failures

and delayed/lost feedback which introduce complexity. Rigorous proof of the correct functioning of the protocol based

on a formal speci®cation is necessary. We use a formal model to show that the ABR source/destination protocol is free

of livelocks, so that under all conditions both resource management (RM) and data cells will be transmitted. Fur-

thermore, if there are data cells available, then the ABR protocol is deadlock free; otherwise, the system goes to a

desirable sleep state waiting for data cells, as long as certain parameters are set appropriately at connection setup. We

also show that the network options of explicit forward congestion indication (EFCI) and explicit rate (ER) interoperate

correctly.

In addition to ensuring the correct functioning of the protocol, it is essential that pathological situations do not result

in very poor performance, which we view as another form of ``incorrect operation''. We derive conditions that ensure

that the source's allowed cell rate (ACR) is stable in the presence of delayed or lost feedback RM cells. We arrive at

bounds on the number of consecutive RM cell losses tolerated while the ACR rate remains stable. We also provide an

asymptotic estimate of ACR and the allowable RM cell loss probability to ensure that ACR is stable, statistically.

The ABR protocol contributes to the feedback delay in two ways: the source delay of sending out the probe forward

RM (FRM) cells and the destination delay of turning around the backward RM (BRM) cell. We provide a worst-case

analysis of the delay in turning around RM cells at the destination station and the worst-case inter-departure time of

FRM cells from the source.
У
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The available bit rate (ABR) service class for

asynchronous transfer mode (ATM) networks uses

a rate control scheme to manage congestion.

Sources adjust their rates such that the aggregate

1389-1286/01/$ - see front matter
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load on the network does not exceed the capacity

of the network [1]. The protocol speci®cation for

the source and destination behavior to achieve

overall congestion avoidance and control is speci-

®ed using a relatively informal speci®cation de-

scribed in [1]. Many aspects of the protocol have

been designed based on extensive performance

analysis through simulation. Simulation has been

used especially to determine the correct parameter

settings. There is little work in the literature that

rigorously analyzes the performance and examines

the correctness of the ABR protocol.

Correctness relates to whether the speci®ed

protocol is free of any livelocks, deadlocks, or

other undesirable properties. It is dicult, if not

impossible, to prove the correctness based on an

informal speci®cation or simulation. We use a

formal speci®cation of the ABR protocol in an

EFSM model [13] to show that it is livelock free in

terms of transmitting data cells and resource

management (RM) cells, which act as source

probes of the network's congested state. Further-

more, when there are data cells available, then the

ABR protocol is also deadlock free; otherwise,

when there are no data cells to send, the system

goes to a desirable sleep state waiting for data

cells, given that certain system parameters are

appropriately set at the connection setup time.

In addition, the ABR congestion management

speci®cation accommodates at least two dierent

modes in which switches in the network may op-

erate. The source/destination policies (the main

focus of the speci®cation) are designed to

smoothly operate with any intermingling of the

two types of switches in the network ± these are the

explicit forward congestion indication (EFCI) and

explicit rate (ER) switches. EFCI switches use a

single bit to communicate congestion [15], when a

queue threshold is exceeded. ER switches, on the

other hand, compute a max±min fair rate [4,5] and

communicate this rate to the sources. The source

and destination use a common ABR protocol to

interface to networks with both types of switches.

We show that the protocol correctly interoperates

with both types of switches, using the formal

speci®cation.

Rate-based Їow control mechanisms also need

some form of protection against failures. For ex-


ample, when the feedback from the network is not

provided in a timely manner or is lost, it is desir-

able that the source reduce the rate so that the

network is not overloaded by the source trans-

mitting at an incorrectly high rate. ATM's ABR

service can allow sources to start at a reasonably

high initial rate so that higher layer protocols and

applications such as remote procedure calls (RPC)

may transmit a short burst without a start-up de-

lay of a full round-trip time for feedback from the

network. To avoid using this potentially high rate

for too long, and thus exceeding the buering in

the network, the source rules specify a propor-

tionate reduction in the rate in the absence of

feedback from the network. This rate reduction

may also be triggered in certain cases when there is

a mismatch between the current transmission rate

of RM cells by the source and the rate at which

RM cells return from the network. This may es-

pecially be true subsequent to a source rate in-

crease. If the parameters are set inappropriately,

this may result in a net rate reduction even with

feedback from the network to allow a rate in-

crease. Some of this has been analyzed in [8]

through simulation.

In this paper, we provide a quantitative analysis

of worst-case conditions under which a stable

source transmission rate is maintained in spite of

the rule of rate reduction in the absence of timely

feedback. It is particularly important to examine

this in the presence of dierent types of RM cell

loss and delay, which is one of our main contri-

butions.

In conjunction with the problem of maintaining

a stable rate, there is the need to ensure that the

feedback from the network is timely. While some

of the feedback delay contributed by the network

is outside our framework, we quantify in this

work, the contribution of the source/destination

policies. Speci®cally, we estimate the turn around

time for backward RM (BRM) cells and the inter-

departure time interval for forward RM (FRM)

cells. This estimation provides useful information

for appropriate parameter setting as well as for

understanding the relationship between the source

rate and the network feedback delay.

In Section 2, we provide a brief overview of

ATM's ABR service [1]. Section 3 arrives at

D. Lee et al. / Computer Networks 35 (2001) 237±261
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bounds on the BRM cell turn around time at the

remote destination node based on the source/des-

tination rules for transmission of FRM, BRM,

and data cells. We also examine the bounds on the

time interval for transmission of FRM cells from a

source, which is the carrier of the feedback infor-

mation from the network back to the source. In

Section 4, we prove the correctness of ABR; that it

is free of deadlocks and livelocks. We also show

that the EFCI and ER schemes interoperate cor-

rectly; there is no unexpected performance degra-

dation due to their interoperation. Our main

contribution is in Section 5 where we analyze the

issues related to maintaining a stable rate in the

context of the ABR Speci®cation's Source Rule 6

which triggers a rate reduction in the absence of

timely feedback, both when there is no loss of RM

cells and when there is loss of RM cells.

The source/destination rules, the parameters

and acronyms used in the paper are from [1]. For

the formal speci®cation, see [13].

2. Brief overview of available bit rate service

Rate-based congestion management has been

proposed for feedback control of ATM networks

[2]. The focus of this congestion management work

has primarily been on ATM's ABR service for

bursty data applications, where there is no clear

speci®cation of the source's characteristics [1].

These applications desire a low loss rate. There is

the possibility that the demands of the sources

exceed the resource capacity. Although no assur-

ances are made of maintaining low delay or jitter,

the feedback control algorithm attempts to main-

tain small queues and
feasible
transmission rates

for the individual sources (i.e., the aggregate

transmission rate of all the currently active sources

utilizing a link does not exceed the link capacity).

The ABR service also supports the notion of a

minimum bandwidth allocation for a source.

Two components of the control algorithm are

identi®ed:

(i) the behavior of the source and destination

end systems, and

(ii) the behavior of the network elements

(switches).


Each source of a virtual circuit (VC) periodically

transmits a special RM cell to probe the state of

the network. RM cells are periodically transmit-

ted, once every Nrm data cells (e.g., Nrm
32), so

that the overhead for carrying the probe cells is

bounded, while still having a responsive control

scheme. Each switch identi®es and conveys its

state of congestion as well as additional rate in-

formation to the source end-system in the RM cell.

The source algorithm responds to the feedback

information by adjusting the rate of transmission

in accordance with a speci®ed policy.

With the EFCI option speci®ed in [1], the con-

gestion information is a single bit that switches set

in the data cells Їowing in the forward direction

when they determine they are congested. Destina-

tions then feedback this information by turning

around the RM cells as a BRM cell. The source

responds to the feedback by adjusting ACR. It

increases ACR additively when the feedback in-

dicates that the network is uncongested, or de-

creases ACR multiplicatively when the network is

congested.

Fig. 1 shows the operation of the ER scheme by

example. With the ER option, a source speci®es a

``demand'' or desired transmit rate in each trans-

mitted RM cell (in addition to the currently al-

lowed cell rate), in the ER-®eld. When an RM cell is

transmitted, the ER-®eld is set to max(DEMAND,

ACR). In the example, the ER-®eld is marked at

5000 cells/s, with a current cell rate (CCR) of

1000 cells/s. Switches compute the rate they may

allocate to each VC, and overwrite this allocated

rate in the ER-®eld if the computed rate is lower

than what was in the received RM cell. In the ex-

ample, the ®rst switch marks the ER-®eld down to

4000 cells/s, representing the available capacity for

this VC on the output link. As the RM cell pro-

gresses from the source to destination, the ER-®eld

value reЇects the smallest rate allocated by any of

the switches in the path for the VC. In the example,

the ®nal value of the ER-®eld is 3000 cells/s, re-

Їecting the available capacity of the bottleneck

(which is the link between the second and third

switches). On reaching its destination, the RM cell

is returned to the source, which now sets its trans-

mit rate based on the ER-®eld value in the returned

BRM cell. The goal of the explicit rate-based
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Fig. 1. Explicit rate scheme operation.

feedback control algorithm is to respond to incipi-

ent congestion, and to allocate rates to the com-

peting sources in a max±min fair manner, while

ensuring that the capacity of the network is not

exceeded. There are several switch algorithms pro-

posed for computing the rate to be allocated to a VC

[4,7,9,17], with most of them attempting to achieve

max±min fairness or some approximation thereof.

The source maintains a currently allowed rate,

ACR, which is the rate at which queued cells are

transmitted out of the source network interface.

When an RM cell returns with an allocated rate

ER, the source's allowed rate is changed using a

set of rules speci®ed in [1]. When the ACR is

greater than or equal to the ER value returned in

the RM cell, ACR is reduced to the ER value re-

turned (subject to the minimum cell rate (MCR)

constraint). However, when the allocated rate ER

returned is higher than the current ACR, it in-

creases in additive steps of RIF*PCR. RIF is an

increase-factor that is a negotiated parameter, and

PCR is the peak cell rate for the connection. ACR

always remains above MCR. A large RIF results

in convergence to the returned ER quickly, but

with the potential for some transient overload on

the network. To keep queues small, RIF may be

chosen to be small. More details may be found

in [1].

3. RM and data cell transmission delays

We ®rst study the turn-around time of BRM

cells at the receiving end-station. When an FRM




cell with the current network state information is

received by the destination protocol machine, it is

converted into a turned-around BRM cell and the

information is passed to the source protocol ma-

chine that adjusts the rate accordingly.

Informally, the source machine sends an FRM

cell after Nrm А 1 data or BRM cells or based on

the time since the last FRM cell was sent. These

FRM cells arrive along with the data stream (as

they are sent on the same VC) at the destination

machine of the remote station. After incurring

queueing delays to have the hardware (adapter)

process arriving cells (which we do not consider

here), the FRM cell is handed to destination ma-

chine. Our estimation of the turn-around delay

starts from the point when the FRM cell is handed

to the destination machine.

The destination machine follows its rules to

take the contents of the received FRM cell to

create information to be sent in the turned-around

BRM cell. Speci®cally, the DIR bit in the FRM

cell is changed from ``forward'' to ``backward''

and BN, CI, NI, QL and SN ®elds are set if nec-

essary. This process of updating the ®elds of an

FRM cell can usually be done in hardware and the

processing time is negligible.

The relationship of the various state machines

(source, destination and the scheduler machines) is

shown in Fig. 2.

The rules for the destination are that the in-

formation received in the FRM cell may be used to

rewrite any turned-around BRM cells already

queued for transmission [1]. The queue is between

the destination protocol machine and the source
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Fig. 2. Organization of state machines at sender and receiver of ABR loop.
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protocol machine. For convenience, we call this

BRM re-writing. Another alternative is to drop all

queued turned-around BRM cells and queue this

new BRM cell for transmission. We call this BRM

dropping. It turns out that the turn-around time is

invariant with respect to the two dierent rules.

The turned-around BRM cell is then handed to

the source protocol machine, which adjusts the

ACR based on the information in the BRM cell

and then queues it to the scheduler to be sent

back to the sending end-station. The scheduler

follows speci®c rules to determine when to send

this BRM cell; it is based on how many data cells

have been transmitted and how much time has

elapsed since the last FRM cell was sent and also

on whether a BRM cell has been transmitted

since the last FRM cell was sent. The turn-around

delay interval ends at the point when the BRM

cell is transmitted.

Our estimate of the turn-around time
s, from

the moment an FRM cell is received at the desti-

nation machine to the time a corresponding BRM

cell is sent to the network, is derived informally




based on the original speci®cation [1]. We chose to

do so since it provides more insight. On the other

hand, a formal proof based on the formal speci®-

cation can also be obtained.

We estimate the delay of the BRM cell in the

scheduler with the following practically reasonable

assumptions. The problem becomes trivial if any

of these assumptions do not hold.

Assumption 3.1.

(1) Mrm P 1 and Nrm P 2;

(2) Mrm ` Nrm and

(3) Trm b 1aMCR.

The following lemma relates to the ordering of

the transmission of RM cells. It is crucial for the

estimation of the BRM cell turned-around time.

Lemma 3.1.
uppose tht fw ells re witing

for trnsmission nd tht n pw ell hs just een

trnsmitted to the network y the shedulerF hen

the next ell to e trnsmitted y the sheduler is 

fw ellF
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Proof. From Assumption 3.1(3), the time elapsed

since the FRM cell transmission is less than Trm.

On the other hand, we have not transmitted any

data cells subsequent to the FRM cell. Therefore,

from Source Rule (3) [1], which determines the cell

transmission ordering, only Rule (3)(b)(i) holds

and hence the next cell to be transmitted is a BRM

cell.

For a formal proof, note that in the scheduler

machine, (see [13]), only the transition T6relating

to the selection of a BRM cell as the next cell to be

transmitted can be triggered. This causes a BRM

cell to be transmitted.
Г

Implementations may be somewhat lax in in-

terpreting the order in which BRM cells and

queued data cells may be transmitted. However,

the priority, according to the speci®cation is given

to the waiting BRM cell.

Lemma 3.2.
ith eg s the urrent ell rteD it

tkes time s to turn round n pw ellD s  fw

ellD nd then to send it to the networkF s is speified

s

1


cell and by the maximum amount of time rm that

may elapse before an FRM cell has to be sent. The

bound can be achieved if and only if the last RM

cell sent before time instant t0is a BRM cell. There

are two cases to consider:

gse 1. If we ignore the time constraint
rm,

then neither Source Rule (3)(a) nor (3)(b) [1] holds

until
Nrm А 1 cells have been sent since the last

FRM cell was sent. To maximize the number of

data cells sent after
t0, we consider that the two

cells sent before t0are an FRM cell followed by a

BRM cell. Therefore, from t0Y
Nrm А 2 data cells

are sent followed by an FRM cell and then the

BRM cell. The total number of cells sent after t0
(including this BRM cell) is
xrm, in time

NrmaACR, one of the terms in Eq. (3.1).

gse 2. The timer may expire before NrmaACR

cells are sent. By Lemma 3.1, the longest possible

time duration (after
t0and before sending the

BRM cell) occurs when the two cells sent right

before t0are an FRM cell followed by a BRM cell.

The ®rst FRM should have been sent at time

t0А 1aACR, and at time
t0А 1aACR
Trm an-

other FRM cell will be sent. By Lemma 3.1, it is

followed by the BRM cell. Thus, it takes time

1

PCRTACR

&



&



'



Nrm



'


1aACR to send the BRM cell, and, therefore, the

total time duration from
t0to the moment the

T s T min max
TrmYMrm
ACR


1

ACRYACR


BRM cell is sent is:
Trm
1aACR. On the other

hand, in conjunction with the expiration of the

&


&


'


Nrm


'


timer, at least wrm ``in-rate'' cells have to be sent

T min max
TrmYMrm
MCR


1

MCRYMCR


X


before transmitting a BRM cell, which takes time

purthermoreD ll the ounds re tightF


3X1


Mrm
1
aACR, including the time to send this

BRM cell.

To summarize, the BRM cell is sent whenever

one of the above two cases happens ®rst. The

Proof.
Note that BRM cells are transmitted ac-

cording to Source Rule (3)(b).

The lower bound in (3.1) is obvious; suppose

that an FRM has been just sent to the network.

Then by Lemma 3.1, a BRM cell is sent immedi-

ately in time 1aACR according to the rate con-

straint. Since the rate PCR is attainable by ACR,

the lower bound is tight.

We now consider the upper bound. For clarity,

we denote the moment the BRM cell is queued to

scheduler by t0. Again from Lemma 3.1, the upper

bound is determined by the time for a maximum

number of data cells sent before sending an FRM


upper bound in 3.1 is proved. Since ACR is

bounded below by MCR and the bound is tight,

the upper bound on the right side of 3.1 is also

tight.
Г

RM cells act as the probes into the network to

determine the capacity available for a VC. Too

many probes into the network introduce overhead,

and we need to ensure that this is not excessive.

However, sending probes too infrequently results

in exposure of the network to congestion and delay

in the source's reaction to network state. Here, we

attempt to understand the bounds on the time
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between transmitting two consecutive FRM cells.

We assume that there are always data or BRM

cells available for transmission. Otherwise, the

inter-departure
times
for
FRM
cells
is

Trm
1aACR, where an FRM cell is transmitted

on the ®ring of a timer with a value of rm. Ex-

amining Rule (3), we can show that:

Proposition 3.1.
sf there re dt or fw ells

ville for inErte trnsmissionD then the time inE

tervl etween two pw ell trnsmissions is


If turned-around BRM cells are waiting for

transmission, then by Source Rule (3)(b) a BRM

cell is transmitted immediately after an FRM cell

is sent. Therefore, the transmission interval of

BRM cells is the same as that of FRM cells. From

Proposition 3.2, we have:

Corollary 3.1. essume tht dt nd turnedEround

fw ells re ville for trnsmissionF hen the

time intervls of trnsmission of pw nd fw

ells re the sme:

&
&
'

s
min max
TrmYMrm

1


Nrm


'

X


(1) por ACR P NrmaTrm X
Nrm А 1 aACR;

ACR


ACRYACR


3X2


(2) por MrmaTrm T ACR ` NrmaTrm X
Trm nd

(3) por ACR ` MrmaTrm X MrmaACRF

The source rate may change whenever FRM

cells are sent. We now discuss the dependency of

the FRM cell transmissions on the rate ACR.

Proposition 3.2.
essume dt or fw ells re

ville for trnsmissionF hen

(1)
por
ACR P NrmaTrmD eh pw ell is

trnsmitted fter sending @Nrm А 1A dt or

fw ells;

(2)
por
MrmaTrm T ACR ` NrmaTrmD pw

ells re trnsmitted every rm time intervl nd

(3)
por
ACR ` MrmaTrmD eh pw ell is

trnsmitted fter sending wrm dt or fw

ellsF

Proof. Note that by Assumption 3.1, Mrm ` Nrm.

(1) ACR P NrmaTrm. In this case, Trm P Nrma

ACR, which is the time to transmit
xrm
cells.

Source Rule (3)(a)(ii) takes eect before

(3)(a)(i), therefore an FRM cell is transmitted

after transmitting (Nrm А 1) data or BRM cells.

The timer based on rm does not trigger.

(2)
MrmaTrm T ACR ` NrmaTrm. In this case,

MrmaACR T Trm ` NrmaACR, thus Source

Rule (3)(a)(i) takes eect when
rm
time has

elapsed, and this implies that an FRM cell is

transmitted every rm time interval.

(3) ACR ` MrmaTrm. In this case, Trm ` Mrma

ACR ` NrmaACR, and Source Rule (3)(a)(i)

takes eect after transmitting wrm BRM or da-

ta cells, which takes longer than
rm. Hence

each FRM cell is transmitted after
wrm data

or BRM cells.
Г


Fig. 3 evaluates the inter-departure times for

FRM cells as the source rate ACR increases, based

on the analysis for Proposition 3.1 and the corre-

sponding Eq. (3.2) for
s. We choose the para-

meters as follows: Mrm
2Y
Trm
100 ms, Nrm

32. We observe that for very low rate sources,

when ACR ` MrmaTrm, the inter-departure time

for FRM cells can be large, ranging from near 300

ms, down to the value of rm. However, this is not

too serious, as the rate of the source is very small

at this point (less than 10 cells/s). As ACR in-

creases further, the inter-departure time for FRM

cells is then the constant time, rm, of 100 ms,

until ACR
NrmaTrm, obvious from under-

standing the protocol. The interesting part of Fig.

3(A) is the intermediate point when ACR is just

above xrmGrm, from about 0.3 cells/ms to say 1

cells/ms. At 1 cell/ms, this translates to about 384

Kbits/s of payload data. For relatively low speed

links, such as a T1(peak rate of approximately 1.5

Mbits/s), the 1 cell/ms source constitutes a signi®-

cant fraction of the link rate. During this time, the

inter-departure time between FRM cells is almost

33 ms. For a VC with a short round-trip time

(Local Area Network or Metropolitan Area Net-

work), the feedback to the source may not occur

suciently frequently. In these cases, the oppor-

tunity to send back information occurs only once

every 33 ms. The intent of showing Fig. 3(A) is to

point out this ``intermediate range'' where the in-

terdeparture time of the FRM cells plays a sig-

ni®cant part in the frequency of updating network

state back to the source. This is particularly true
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based control. The question of how frequently

should a source probe the network (to obtain

feedback) for its state has arisen in other contexts

as well. For example, rate-based mechanisms

proposed for the Internet [16] could use the in-

sights obtained here to determine the feedback

frequency.

4. Correctness

While a substantial amount of work has been

done on the performance of the ABR rate control

scheme, [5,7,17] there has been little attention to its

correctness, especially with respect to unexpected

system behaviors such as deadlock or livelock

[6,11]. These system behaviors are not acceptable

for the correct operation of the ABR rate control

scheme. Their absence is a neessry condition for

proper operation.

(1)
hedlokF
An end-station enters an unde-

sirable state, from which no further execution is

possible, i.e., no source or destination rules are

applicable for the system to proceed further. In

such a state, data or RM cells could be waiting for

transmission or processing while the system is

halted.

Fig. 3. (A) Variation of inter-departure time for forward RM

cells with increasing ACR (low ACR). (B) Variation of inter-

departure time for forward RM cells with increasing ACR (high

ACR).

when there are a relatively small number of

sources sharing a ``slow'' link such as a
T1. We

need to strike a balance between overhead and

timely feedback.

Fig. 3(B) shows that the inter-departure time

for FRM cells then reduces with ACR as the rate

goes up to the rate of 366 cells/ms (OC-3 rates). At

these high rates, the primary contributor to latency

in providing feedback to the source is the network

round-trip time, which may include both propa-

gation time and queueing delays for RM cells in

the network. At these rates, overhead is the pri-

mary concern.

The results of this section, while primarily

applicable to the ATM ABR service, are also

applicable in the more general context of rate


(2) vivelokF In this situation, there are in®nite

execution sequences such that the system does not

make any progress; by progress, we mean that a

source is sending/processing data or RM cells or

updating ACR.

We provide a formal analysis of the correct-

ness of the ABR protocol and show that it has

neither livelocks nor deadlocks if data cells are

available. However, if there are no data cells

waiting for transmission then anomalies may

occur if we choose an improper set of sys-

tem parameters, which we characterize in Section

4.2.

We focus on three speci®c issues for the ABR

protocol: livelocks, deadlocks and the interopera-

tion between the ER and EFCI schemes. Such an

analysis is almost impossible with only the infor-

mal English speci®cation. Our approach is based

on the formal speci®cation given in [13]. We

present the main results and leave the proofs in

Appendix A.


4.1. Livelocks
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4.3. No data cells available
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We ®rst study livelocks for the ABR protocol

with an assumption that data cells are available for

transmission. We show that under such circum-

stances, data and BRM cells waiting for trans-

mission will be eventually transmitted. We also

show that a received FRM cell will be processed

and turned around as a BRM cell. Then, the ABR

protocol would be livelock free. Furthermore, we

estimate the worst-case time delay to send data

and RM cells.

Theorem 4.1.
he ef soureGdestintion protool

is livelok free if there re dt ells ville for

trnsmissionX oth dt ells nd w ells witing

for trnsmission will e sentD nd reeived pw

ells will e proessed nd turned round eventullyF

peifilly

@IA pw nd turnedEround fw ells re sent

in  time intervl no more thn



It must be pointed out that if there are no

data cells waiting for transmission, anomalies

may occur. We assume that two end-stations are

transmitting data to each other over a VC. When

there are no data cells to be transmitted we want

both end-system's states to terminate after prop-

erly taking care of the data and RM cells that are

in transmission or are being processed. The sys-

tem should reach a state where no execution of

further transitions is possible. This is sometimes

called a ``deadlock''; however, it is a
desirle

state in our case, since there is no need for cells

to be transmitted further. We call this a
sleep

state, where the end-stations are waiting for the

data cells from the other end-station or from the

user. If, instead, given the above situation, the

two end-stations keep sending RM cells to each

other, then it is a waste of network resources.

Such a state is neither a deadlock nor a livelock.

&


&


'


Nrm


'


We call it a usyEwit state, and is not a desirable

s
min maxMrm

MCRYTrm


1

ACRYMCR


X

4X1


state.

Theorem 4.2. uppose tht there re no dt ells

ville for trnsmission t either of the endE

@PA ht ells witing for trnsmission will e

sent in time no more thn

4


sttionsF hen the two endEsttions on  g will

go to  sleep stte eventully ifX @IA
Mrm P 2

nd
Nrm P 3
nd @PA w nd dt ells re

sDATA


MCRX

4X2


not duplited during proessing or trnsmisE

sionF ytherwiseD the system my enter  usyEwit

stteF

4.2. Deadlocks

With the assumption that there are data cells

available for transmission, the ABR rate control

scheme is deadlock free. This may be obtained as a

simple corollary of Theorem 4.1. Recall that a

deadlock occurs when an end-station enters an

undesirable state when no execution is possible,

i.e., no source or destination rules are applicable

for the system to proceed further. By Theorem 4.1,

waiting data cells will be transmitted. Therefore,

we have the following.

Corollary 4.1. he ef soureGdestintion protoE

ol is dedlok free if there re dt ells ville

for trnsmissionF



It is clear from the analysis that the ABR pro-

tocol goes to a sleep state only when neither end-

station on a VC has data to send. It should not be

perceived as a protocol design fault. Instead, it is

quite normal that no RM cells are sent since

neither user on the two end-stations is sending

data. On the other hand, if Mrm
1 or Nrm
2

then the two end-stations will send FRM and

BRM cells in turn assuming there is no cell loss.

The connection remains open, yet without any

data cells being transmitted. It is a waste of net-

work resources and such a busy-wait state is not

acceptable. Therefore, when the connection is

setup, one should set the system parameters so

that Mrm P 2 and Nrm P 3.
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4.4. Interoperability of EFCI vs ER schemes

There are two rate control schemes speci®ed in

the ABR protocol [1]: EFCI and ER. We are able

to show that they interoperate correctly. The basis

for showing the correct interoperation is proving

that one and only one rate-change condition is

satis®ed. We have:

Theorem 4.3.
he ipgs nd i shemes interoE

perte s followsX

(1)
sf oth ipgs nd i indite ongestionD

then the finl resulting rte is the minimum of

the two rtes otined y rte redutions deterE

mined y the two shemesF

(2) sf oth ipgs nd i indite no ongestionD

then the finl rte inrese is the minimum of the

two inreses otined y pplying the two

shemes unless NI
1D nd in this se there is

no rte inreseF

(3) sf there is  onflitD @one indites  ongesE

tion nd the other indites no ongestionAD then

the finl outome is the rte redution otined

y the option inditing ongestionF

It is obvious that the interoperation of the two

schemes always takes the lower rate from the two

schemes. On the other hand, the interface between

them will not degrade the performance by dictat-

ing a rate which is lower than both rates from the

two schemes.

5. Rate analysis

The ABR source policy includes a mechanism

that limits the use of ACR, in the absence of timely

feedback from the network (Source Rule 6 [1]).

When we have ``steady-state'' operation, where the

rate does not change, and there are no RM cells

lost, the source end-system should be receiving a

BRM cell for every FRM sent. When a rate change

occurs, we may be sending FRM cells at a dierent

rate (based on the new ACR) than the returning

rate of BRM cells. When there is no loss, the rate

of returning BRM cells should match the rate of

FRM cells sent approximately one round-trip time

earlier. When a source starts up and is transmitting


at an initial cell rate (ICR), the source runs the risk

of overloading the network if this initial rate is too

high. RM cells, however, return only one round-

trip time (RTT) after start-up. Consequently, in

the absence of feedback from the network, the

source rules provide for a conservative correction

of the rate that started from ICR, until the feed-

back arrives. The ABR policy has chosen to have

sources start at an ICR that is not necessarily very

small, and potentially decreases the rate if the

feedback takes too long. On the other hand, we

could have chosen to start at a relatively low rate

(although it is sometimes dicult to de®ne what is

``low enough''), and then increase based on feed-

back [10]. ICR was chosen to allow for RPC-like

Їows to derive the bene®t of a ``fast-start'', espe-

cially if the total amount of data transmitted in the

``burst'' is small enough as not to exceed the buf-

fering in the network.

Source Rule 6 is important in a rate-controlled

framework, to protect the network from sources

that are continuing to transmit at an incorrect rate,

due to the absence of timely feedback. Unlike a

window Їow-controlled environment, where there

is a natural protection from persistent overload,

sources in a rate-controlled environment need a

self-regulator that gradually reduces a source's

rate in the absence of feedback. This tries to cor-

rect incorrect rates that may overload the network.

Subsequent to start-up, even during normal

operation, when a signi®cant increase in the rate

occurs, Rule 6 may be triggered. Consider the

following scenario. Subsequent to a rate change at

time t
0, the rate at which BRM cells return will

correspond to the rate at which FRM cells were

sent approximately one RTT earlier. Therefore, if

that rate is small, and the new rate at which the

station is transmitting FRM cells is much higher,

then potentially more than grm (Missing RM-cell

count) in-rate FRM cells may be transmitted prior

to a BRM cell returning after the rate change at

t
0. Rule 6 will be triggered on sending
grm

FRM cells. This reduction is multiplicative and

proportionate to the current rate ACR. Refer to

Fig. 4 for the relative timing of the rate reduction

after a BRM cell arrives at t0.

When a BRM cell is received, and the ER (or

the CI, NI bits for EFCI operation) allows the
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source rate to increase, then ACR is increased

additively by a ®xed amount. Subsequent BRM

cells received would continue to increase the ACR

similarly, until the ACR reaches the ER value or

reaches PCR for the connection. The ACR value

from which we increase is the source rate achieved

after any (zero or more) reductions caused by

Rule 6.

As a result, there are two counter-acting actions

taking place at the source: (1) A rate decrease as a

result of Rule 6, when there are too many FRM

cells transmitted before a BRM cell is received;

and (2) A rate increase, potentially, when a BRM

cell returns indicating that the current source rate

is below its target.

We examine below whether the rate increases


time interval between the arrival of two BRM

cells. Subsequent to the arrival of the ®rst of these

two BRM cells, we have possibly multiple de-

creases as a result of the repeated application of

Rule 6 that causes reductions in the ACR if the

next BRM cell arrives late.

Denote the current ACR
ACR0and the ACR

after k consecutive rate reductions, before the ar-

rival of the second BRM cell, from Rule 6 as:

ACRkACR01 А CDFkY
k
1Y 2Y F F F
5X1

Lemma 5.1.
he time intervl
tkfor the kth onE

seutive rte redution from ule T is

&
&
'

t1Crm Б min maxMrm
that take place as a result of the BRM cells re-


ACR0Y Trm

turning make up for the decreases caused while


1


Nrm


'


5X2a

``running blind'' awaiting the return of BRM cells.

The analysis examines the case where there are n

decreases (as a result of (1)), before an increase


&


&


ACR0YACR0

'


t0Y

takes place (as a result of (2)). We want to derive


tkmin maxMrm

ACRkА1YTrm

conditions that the rate remains stable. This im-

plies that the rate decreases are no more than the


1


Nrm


'

Y
k
2Y F F F Y
5X2b

rate increase, so that there is no ``net decrease'' in

the rate at the source because of Rule 6.

5.1. Estimation of ACR with no RM cell loss



where


ACRkА1YACRkА1

&
&



'



'

0 T t0T min maxMrm

ACR0Y Trm


YNrmА 1


X

In this subsection we examine the behavior of

ACR in a single ``epoch'' where an epoch is the

Fig. 4. Timing relationships between forward and backward

RM cells at source with respect to Rule 6.


ACR0
Proof.
There are two cases when FRM cells are

sent.

gse
1. At a rate ACRj, the source sends an

FRM cell out after every
xrm-1 cell, as long as

there are data cells to be sent. This corresponds to

the second factor in Eqs. (5.2a) and (5.2b).

gse 2. If instead, we have wrm data cells sent

out (Mrm ` Nrm А 1
and the timer also expires

after time rm then an FRM cell is sent. This is the

®rst factor in Eqs. (5.2a) and (5.2b).

The ®rst rate reduction occurs after grm FRM

cells have been sent after receiving a BRM cell

with BN
0. The time interval of sending the grm

FRM cells is given in the ®rst term of (5.2a). On

the other hand, a BRM cell can be received either

right before the ®rst FRM cell is to be transmitted

or after the transmission of the previous FRM cell,


248



D. Lee et al. / Computer Networks 35 (2001) 237±261

during normal operation. This is time interval t0.

The sum of the two terms is the time interval t1in

(5.2a). Afterwards, each FRM cell sent results in a

rate reduction and that gives the time intervals tkin

(5.2b) for the consecutive rate reductions.
Г

Before we proceed with the rate analysis, ob-

serve that rate ACR can never be reduced to less

than the MCR and consequently, the accumulated

rate reduction before a rate increase from receiving

a BRM cell is no more than ACR±MCR. On the

other hand, a received BRM cell allows a rate in-


ACR А MCR. Otherwise, the exact amount of

rate decrease is ACR А MCR and we can easily

determine whether each received BRM cell will

increase ACR back by a comparison of the re-

duced rate ACR А MCR with the increase in the

rate, by RIF Б PCR, in (5.3).

Lemma 5.2.
uppose tht two onseutive fw

ells with fx
H re reeived in time period sF hen

fter n onseutive redutionsD  rte inrese

oursD where

@
A

crease (by Source Rule 8) of:

rincRIF Б PCRX



5X3


n
max
kX


k

i
1


tiT s


Y


5X4

Also note that ACR T ERX

Proposition 5.1.
uppose tht
ACR0А MCR T

rincF henD the umulted rte redution is less

thn the inrese permitted y the reeived fw

ellF husD there is no net rte redution fter 

fw ell with fx
H nd rte i is reeived in n

epohF purthermoreD if
ER А MCR T rincD then

there re no rte redutions fter  fw ell with

fx
H is reeivedF

One may also look at this single epoch in the

context of a steady-state environment, where the

network returns a ®xed rate, ER, in each RM cell.

Then, the maximum accumulated reduction is


where tkis given in @SFPA nd @SFPAF fefore the rte

inreseD the totl rte redution is

ACR0А ACRnACR01
1
CDFnX
5X5

After n
consecutive rate reductions, comparing

the rate increase in (5.3) with the rate decrease in

(5.5) and from Proposition 5.1, we have the

following:

Theorem 5.1.
sf
ER А MCR T RIF Б PCRD then

there is no net rte redution fter  fw ell with

BN
0
is reeivedF ytherwiseD  neessry nd

suffiient ondition tht there is no net rte reduE

tion fter  fw ell with fx
H is reeived is

RIF Б PCR

ER А MCR. We can extend the analysis to the

case of multiple epochs, still with the assumption


ACR0

1
CDFnP 1Y


5X6

of no loss of RM cells. For multiple epochs, we

have to ensure that at all times, the total reduction

that occurred previously is made up by the total

increase. For this, we now discuss the rate decrease

in between two consecutive BRM cells with

BN
0. Suppose that we just had a possible rate

increase at time t0as a result of receiving a BRM

cell. We examine what would be the maximum

number of rate decreases occurring as a result of

Rule 6, prior to the arrival of another BRM cell at

time
T0s . Here
s
is typically the inter-depar-

ture time of FRM cells from the source about one

RTT time earlier, at
t0А RTT. For instance,

s
Nrm А 1
a
ACRT0АRTT
. For simplicity, for

the rest of this subsection we assume that the total

amount of rate decrease is no more than


where nD given in @SFRAD is the numer of rte reE

dutions sine the previous fw ell with fx
H

ws reeivedF

Theorem 5.1 provides a relationship between

the amount of decreases in the rate as a result of

successive application of Rule 6, prior to a rate

increase that compensates for the decreases. The

number of decreases, n, between two consecutive

BRM cells received is given in Eq. (5.4).

5.2. Asymptotic estimation of ACR with no RM cell

loss

The previous subsection examined the behavior

of the rate over a single BRM inter-arrival time. If
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there is variability in the inter-arrival time of the

BRM cells at the source, the actions at the source

may be dierent from one epoch to the next. As

before, an epoch is the time between two consec-

utive BRM cell arrivals. In some cases, a BRM cell

may arrive before Rule 6 triggers a rate reduction.

We now consider the asymptotic behavior of the

rate when the network is consistently returning a

®xed value of ER in the BRM cells, and examine if

the reductions due to Rule 6 result in an overall

decrease in the source rate, when observed over a

long period of a number of BRM cell arrivals.

Suppose that there are k rate reductions from

Rule 6 in between two BRM cells with BN
0.

Then the amount of rate reduction is

ACR01 А 1 А CDFk
T rdecT minfER А MCRY ER 1 А 1 А CDFkgX

5X7

The additional complexity comes primarily from

the fact that in some epochs we may be limited by

MCR. Also, because of the variability in the inter-

arrival time, some BRM cells prevent the trigger-

ing of a reduction. In other epochs, a reduction

may be triggered when the next FRM cell is sent.

On the other hand, each rate increase from re-

ceiving a BRM with BN
0 is given in (5.3).

Suppose that during a (long) period of time, a

large number, x, of FRM cells have been sent out

and
n
BRM cells have been received. We now

analyze the extent of the rate change. Denote

x
maxf0Y xg. We have the following:

Lemma 5.3. he numer of rte redutions d due to

the x pw ell trnsmissions is

N А n
1 Б Crm
T d T N А CrmX
5X8

he umulted mount of rte redution rdecis

ER 1 А 1 А CDFd
T rdecT minfER А MCRY d Б ER Б CDFgX
5X9

Proof.
After ®rst sending
grm
FRM cells, each

transmission of an FRM cell causes a rate reduction

and that contributes to the upper bound in (5.8).

After having sent grm FRM cells, a BRM cell

with BN
0 arrives and that prevents a rate re-


duction. Therefore, the rate reductions are mini-

mized when this happens
n
times where
n
is the

number of BRM cells with BN
0 received during

the period of observation, and this accounts for

n Б Crm
FRM cells sent without contributing to

rate reductions. The remaining FRM cells,

N А n Б Crm, if any, contribute to rate reductions

after an additional grm FRM cell is sent. This is a

worst-case scenario for rate reductions and pro-

vides the lower bound in (5.8).

The maximal amount of the reductions in the

rate is based on the starting value for the rate for

each of the reductions being ACR
ER when

k
1 in (5.7). Thus, the total accumulated reduc-

tion from d rate reductions is d Б ER Б CDF; how-

ever it should not exceed ER А MCR. This gives

the upper bound in (5.9).

The minimal amount of reductions is from
d

consecutive reductions, estimated in (5.4). This

minimal amount of reduction in the rate is from

one epoch of reductions starting at ER and suf-

fering d consecutive reductions, which is the lower

bound in (5.9).
Г

We have discussed rate reductions during a long

period with a large number,x, of FRM cells

transmitted. During this period, n
BRM cells are

received, resulting in rate increases. From (5.3), the

total rate increase is n Б RIF Б PCR. On the other

hand, from (5.8) and (5.9), the total rate reduc-

tion during this period is no more than

N А Crm Б ER Б CDF, starting from ER. Since

the rate is bounded above by ER, we have the

following:

Lemma 5.4.
he totl rte inrese
rincfrom reE

eiving the n fw ells is

0 T rincT min fn Б RIF Б PCRY ER

А MCRY
N А Crm Б ER Б CDFgX

5X10

The above discussion is deterministic, looking

at the case of increases and decreases across mul-

tiple epochs. To ensure rate stability, the total

amount of reduction rdecshould be no more than

the total amount of increase rinc.
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5.3. Rate stability in the presence of RM cell loss

Suppose that an end system is operating at a

steady state with a transmission rate ACR
ER.

While FRM cells are being transmitted and BRM

cells returned, we want to derive a set of ``broad''


larger than MCR. We have the following conditions

for rate stability.

Proposition 5.2.
uppose tht the time intervl

etween two suessive fw ells with BN
0 is sF

hen the rte eg is stle if nd only if

conditions to ensure that the cumulative reductions


В

n T log 1 А


RIFБPCR
ER


Г


5X12

due to Rule 6 are overcome by the aggregate in-

crease achieved by the returning BRM cells. In

steady state, the total number of FRM cells trans-


log 1 А CDFY
where

mitted should correspond to the number of BRM

cells received. In a sense, we are ``integrating'' the

eect across multiple BRM cells returning to the


@

n
max
k X


k

i
1


A

tiT s
Y




5X13

source without necessarily maintaining the con-

straint that reductions have to occur between each

and every arriving BRM cell. In some cases, a BRM

cell may arrive prior to Rule 6 being triggered.

In Section 5.1 we considered the case when

there were no RM cells lost in the network.

However, with RM cell loss there is an increasing

likelihood of rate reductions due to Rule 6. RM

cell loss both in the forward (FRM cells) and

backward (BRM cells) directions can result in the

source experiencing a rate reduction. For ease of

exposition, in the rest of this subsection we will

treat all RM cell losses as in eect being BRM cell

losses, since from the source's perspective, it is

reЇected as a BRM cell not arriving in time. For

clarity, we assume that with all possible reduc-

tions,

MCR T ACR T ER T PCRX
5X11

In the following rate analysis, we model the worst-

case scenarios for rate reductions, and take t00.

Suppose that after the initial setup the source

rate ACR has converged to ER as a result of a

constant allocation of ER for the VC being re-

turned by the network. We derive the conditions

such that ACR remains stable at ER in the event

of BRM cell losses.

As indicated in Proposition 5.1, if ER А MCR T

rinc, then the rate remains stable, where rincis the

amount of rate increase from receiving a BRM cell

with BN
0, given in (5.3). In the following anal-

ysis, we assume that ER А MCR b rincand derive

conditions such that the accumulated rate reduc-

tions in the time interval s
is no more than
rinc.

Under these conditions, the rate ACR remains


where
tiis the time intervl for the ith onseutive

rte redutionD given in @SFQAF

Proof. The rate is stable if an increment of ACR

from the arrival of a BRM cell with BN
0 osets

the decrements that occur before its arrival. This

can be derived directly from Lemma 5.2 and

Theorem 5.1 with ACR0ER.
Г

In the above proposition, the rate stability

conditions depend on two intermediate parame-

ters: tiand n. The condition and intuition derived

from these are related to the number of reductions

due to Rule 6 and the time for these, which are

similar to the conditions on the system parameters

that are speci®ed in the ATM Forum Speci®cation

[1]. The larger the number of reductions, n, the

harder it is to maintain stability in the rate. We

now go a signi®cant further step in presenting one

of the main results of our paper: a quanti®cation

of how many BRM cells could be lost consecu-

tively without aecting the rate stability, based on

the system parameters only. This is based on the

following results that estimate the number of rate

decreases in a time period s between two consec-

utive BRM cells with BN
0 received.

Theorem 5.2.
he numer of rte dereses in 

time period
s etween two onseutive fw ells

with BN
0 reeived is1
1
More precisely, n is the largest integer which is no more than

the expression in (5.14). For clarity, we leave out the details in

this and some of the subsequent expressions.


n
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Mrm
1БfER Б s А ER Б Trm
1


bbbb`bACRNrm0Y

i
2Y F F F Y lY

Б r А 1
Nrm Б Crm
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Proof.
We ®rst estimate the time interval
tkbe-

tween consecutive rate decreases. We assume
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r
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k
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Mrm
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Nrm А 1 P Mrm, based on generally accepted

ranges for these parameters.


Using (5.1), ACRiА1
ER 1 А CDFiА1, we have

4
5

We order the decreases in the rate in the fol-

lowing manner: for time instants
ti0Y F F F Y l,

when the rate is still high, FRM cells are sent after

every Nrm А 1 data cells and BRM cell transmis-

sions. Subsequently, the source rate ACR is su-
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til
1Y F F F Y r. Finally, when the rate has reduced

to small enough values, the FRM cells have to wait

for wrm cells to be sent out, which occur after the

timer rm has expired.

&
'

l
max
iXNrmT Trm
Y




and

k



Mrm
1



В


1

1 А CDF


!rАl


5

А 1

&


ACRiА1


'


5X17


i
r
1


ACRiА1

r
max
i XMrm
ACRiА1


T Trm


X


Mrm
1

ER Б CDF Б 1 А CDFr

4


1

1 А CDF


!kАr


5

А 1
X

The condition l
0 implies that it is always true

that NrmaACRib Trm and similarly, the condition

r
0 implies that
MrmaACRib Trm
is always

true.


We have

k

tiCrm БNrm



Nrm

For large enough rates of ACR, Rule 6 is trig-


i
1


ER


ER Б5CDF

gered based on sending
grm
FRM cells, each of

which takes
NrmaACRiА1
cell times. For lower

(intermediate) rates of ACR, when the source has

sent more than wrm cells but less than xrm cells in
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time rm, the decrease is triggered by grm FRM

cells transmitted on expiration of the timer rm.

For ``very low rates'', when
rm
has already ex-

pired, FRM cell transmission occurs only after the

requisite minimum number of cells wrm has been

sent. From (5.2a) and 5.2b, we can derive
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If we consider the boundary cases in (5.17), so that

NrmaACRlTrm and MrmaACRrTrm, then we




m T1
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1 Бlog

В1


АRIFБPCR
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!

obtain (5.15) and (5.16).
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Since CDF ( 1, we have
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Based on (5.15) and (5.16), we have


Proof.
The ®rst part of the corollary is from

Proposition 5.1 and the second part can be ob-

k


ti% Crm БNrm

l А 1 Б Nrm Б CDF


tained by a straightforward computation from

i
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Theorem 5.2 and Proposition 5.2 with
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If the rate remains high, so that
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Trm, then the rate decreases are triggered after grm

FRM cells are sent. In this case, from (5.18),
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two terms and we have the following:

N
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Given Proposition 5.2, we have
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Corollary 5.2.
sf
ER А MCR T RIF Б PCRD then

the rte remins stleF ytherwiseD suppose tht the
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rte eg stisfies
NrmaACR ` TrmF hen the
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A routine computation from (5.21) yields (5.14).

Г

Theorem 5.2 provides a foundation for rate

stability analysis. As a case study, we examine here

the eect of losing m А 1 onseutive BRM cells; the

epoch between BRM cell arrivals is now increased

by an amount equal to (m А 1) BRM cell inter-

arrival times. We assume that ACR is still high

enough such that
NrmaACR ` Trm. Consequent-

ly, the time interval between two consecutive BRM

cells received with BN
0 is
s
m Б NrmaER.

From Theorem 5.2 we have

Corollary 5.1.
sf
ER А MCR T RIF Б PCRD then

the rte remins stleF ytherwiseD the rte eg

remins stle with no more thn m А 1
onseutive

fw ells lostD where


log 1 А CDFCrmА 1X

When the rate is low, i.e., ER А MCR T

RIF Б PCR, then the rate remains stable because a

single rate increase from a BRM cell overcomes

any accumulated eects of rate decreases from

Rule 6. The interesting region for the rate stability

issue is when ER А MCR b RIF Б PCR. In this

case, the number m, of consecutive losses tolerated

depends on several parameters and the network

feedback rate ER. We examine the values of m as

the rate ER varies, below.

5.4. Rate reductions and allowable consecutive RM

cell losses

We examine, numerically, the number of con-

secutive RM cell losses (called BRM cell loss for
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simplicity), for typical parameter values, as the

source rate ACR varies. We restrict ourselves to

the condition that ER А MCR b RIF Б PCR, and

in particular when Corollary 5.2 applies. In

Fig. 5(A), we examine ®rst the number of consec-

utive RM cell losses that may be tolerated, when

the steady-state rate, ER, returned by the network

to the source is a small fraction (less than 0.1) of

the peak rate, PCR. The more signi®cant case, for

higher values of ER up to PCR, is examined in

Fig. 5(B).

The values of the parameters chosen for

the ®gures are as follows: The values chosen

are
Crm
32Y
Nrm
32Y
Mrm
2 and
Trm

100 ms. We have chosen a somewhat conservative

value of RIF
1a64, based on our understanding


of the need to minimize the burst load on the

network when the source rate increases. We have

chosen to vary the ratio of ER/PCR, so that it is

applicable for a range of link speeds, and examine

how many consecutive RM cell losses may be

tolerated while keeping the source rate stable.

Fig. 5(A) shows the numerical evaluation of

Eq. (5.23) for dierent values of CDF, varying in

powers of 2 from 1/2 to 1/128. The value of

ER/PCR ranges from 1/64 to 0.1. When CDF

1a2, a few consecutive RM cell losses are tolerated

(up to approximately 30), even at these low rates

of ER. Increasing ER only reduces the tolerance

for these losses. But, when we consider more re-

alistic values of CDF (we believe 1/64 or higher), a

slightly larger number of RM cell losses are tol-

Fig. 5. (A) Bounds on allowable consecutive RM cell losses as a function of ER (low values of ER/PCR). (B) Bounds on allowable

consecutive RM cell losses as a function of ER (high values of ER/PCR).
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erated for small values of i. For an intermediate

CDF
1a32, at a ratio of ERaPCR
0X1, the

number of consecutive losses tolerated is higher at

the small values of ER. Hence, for these low rates,

for reasonable values of the parameters, RM cell

losses are not such a substantial concern.

We now examine the tolerance to RM cell losses

in the more realistic situation of having a higher

ER rate. The ratio ER/PCR ranges from 0.1 to 1.0.

The shpe of the curves, as seen in Fig. 5(B) for the

number of consecutive RM cell losses tolerated is

similar to the previous ®gure. However, the abso-

lute number of RM cell losses tolerated is fewer for

the larger values of CDF. For a typical value of

CDF
1a32, when ERaPCR
1X0, the number

of consecutive RM cell losses tolerated is approx-

imately 30, with little reduction in the tolerance as

the ratio of ER/PCR goes from 0.1 to 1.0. This

gives us some guidance on how large CDF can be:

for the set of ``default parameter'' values we chose,

and for RIF
1a64, it would be advisable to keep

CDF to be approximately 1/32 or lower.

There are trade-os unfortunately. The moti-

vation of keeping the rate stable suggests a small

value of CDF, such as 1/32 or 1/64. There is the

conЇicting desire not to overload the network with

a source sending at an inappropriately high rate,

either at start-up or in the presence of delayed or

lost feedback: thus wanting the source to rapidly

reduce the source rate every time Rule 6 is trig-

gered. This suggests a larger value of CDF than

1/32. A further practical constraint to keep in mind

is that RM cell loss is likely to be highest when

the rate of transmission is high. A processor

within the switch performing the RM cell pro-

cessing may be unable to keep up with this pro-

cessing when all the switch links are consistently

heavily utilized. Our analysis, and Fig. 5(B),

suggest that we need to ensure that there is no

burst loss of 30 or more RM cells. This ensures

that the source rate remains stable, and Rule 6

does not unnecessarily cause the steady-state rate

to be reduced unnecessarily.

We now examine how the ACR varies with time,

due to repeated triggering of Rule (6). By using

Eq. (5.18), we can numerically solve for ACR,

given an initial value of ACR. Figs. 6(A)±(C) show

the progress of ACR for varying ER. Fig. 6(A) is


for ER starting at a very small value of 3.5 cells/ms,

equivalent to a
T1link speed of 1.5 Mbits/s.

Fig. 6(B) is for an intermediate value of ER of 100

cells/ms, equivalent to a T3 link speed of 45 Mbits/

s. Finally, Fig. 6(C) is for an OC-3 link speed of 155

Mbits/s or 360 cells/ms. We examine the eect of

varying the value of CDF from 1/2 to 1/256. The

®gures are obtained by having the initial value of

ACR0equal to ER. We then repeatedly apply

Eq. (5.18) to derive the steps of reduction of ACR.

xrm
was chosen to be 32,
rm
was 100 ms,

Mrm
2 and Crm was 16. The numerical iteration

stopped when ACR reduced down to MCR.

In Fig. 6(A), with ER
3X5 cells/ms, ACR goes

down relatively slowly, down to MCR
0, for

small values of CDF
1a256. When CDF is large

(
1/2), ACR goes down very rapidly, and it only

takes a small number of steps to go down to

MCR
MCR
0, for this case).

As the starting value of ER gets larger,

Figs. 6(B) and (C) reveal that ACR goes down to

MCR much more rapidly, taking only 40 ms to

reach an MCR
50 cells/ms, when CDF
1a256.

When ER is larger, each occurrence of the reduc-

tion due to Rule (6) results in a larger absolute

magnitude of the reduction of ACR. This, in con-

junction with the more frequent triggering of Rule

(6) results in a quick correction of ACR, reducing it

down to MCR quickly. This is precisely the desired

eect of Rule (6), which is to protect the network in

the absence of feedback from the network.

Figs. 7(A)±(C) are another way of examining

the eects of Rule 6. These show the number of

reductions (due to triggering of Rule (6)) before

ACR goes down to MCR. This potentially is a

measure of the tolerance to prolonged loss of

RM cells in the network. With a small value of

ER (initial value of ACR), it takes a long time

before ACR reduces to MCR, and a longer in-

terval passes between each reduction, as shown

in Fig. 7(A). This is reasonably harmless, because

ACR is small. As ACR gets larger (Fig. 7(B)),

even though the number of reductions is smaller

to reduce the rate from 100 to 50 cells/ms, it

takes a lot less time-going down from seconds to

tens of milliseconds. As CDF increases, it takes a

lot less time and fewer reductions to bring the

rate down to MCR. Finally, in Fig. 7(C), we
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Fig. 6. (A) Variation of ACR with time, from repeated application of Rule 6: ER
1.5 Mbps, MCR
0. (B) Variation of ACR with

time, from repeated application of Rule 6: ER
45 Mbps, MCR
22.5 Mbps. (C) Variation of ACR with time, from repeated

application of Rule 6: ER
155 Mbps, MCR
22.5 Mbps.

observe the increased time it takes to reduce

ACR from 360 cells/ms down to the MCR of 50

cells/ms. Note however, the increased initial

slope, indicating the more rapid reduction in

ACR based on the higher frequency at which

Rule (6) is triggered at higher initial value of

ACR. This is also an important, desired feature

of a rate control protocol, where the reductions

in the rate occur more quickly (in addition to the

larger magnitude as shown in Fig. 6(C)) when

the rate is high.

Although these insights were gained based on

the detailed analysis of Rule 6 of the ABR speci-

®cation, we believe these considerations should be

generally applicable even to a transport protocol




that uses rate-based Їow and congestion control

scheme.

5.5. Rate analysis under probabilistic assumptions of

RM cell losses

In Section 5.3, we were primarily concerned

with maintaining the source rate stability with RM

cell loss, but in a deterministic sense. We now ex-

amine the eect of RM cells losses, when we lose

them in a probabilistic manner. We assume that

our observation of the eect on the source rate

ACR is over a suciently long period, covering

multiple epochs. As before, over this period, the

total number of BRM cells (lost as well as those
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Fig. 7. (A) Number of successive rate reductions for ACR, from repeated application of Rule 6: ER
1.5 Mbps, MCR
0.

(B) Number of successive rate reductions for ACR, from repeated application of Rule 6: ER
45 Mbps, MCR
22.5 Mbps. (C)

Number of successive rate reductions for ACR, from repeated application of Rule 6: ER
155 Mbps, MCR
22.5 Mbps.

returned to source) is equal to the FRM cells

transmitted. We determine for a given probability

q of RM cells' loss, the relationship between the

parameters associated with Rule 6, CDF and grm,

and the rate increase factor RIF so that the ex-

pected rate is not below the starting value of ACR.

As before, we assume that the target rate ER

returned to the source is constant over the interval.

Knowing a starting rate ACR at time t
0 which

is equal to the steady-state rate for the VC (i.e.,

ACR
ER at t
0), and assuming that the net-

work continues to provide feedback of the same

ER value with all BRM cells, we examine the eect

on ACR when RM cells are lost.



Suppose that the RM cell loss probability is

0 T q T 1. If we send
x
FRM cells over a time

period, then we receive
N Б 1 А q
BRM cells.

Therefore, the frequency of sending FRM cells is

1a 2 А q) and that of receiving BRM cells is

1 А q
a
2 А q
. Consequently, the expected

amount of rate increases in the steady state over a

®xed time interval is RIF Б PCR 1 А 1a 2 А q
.

Corresponding to the same time interval, a de-

crease is caused if grm or more consecutive FRM

cells are sent. The probability of sending
Crm
i

FRM cells consecutively (i.e., without an inter-

vening event of a BRM cell returning) is

1a 2 А qCrmiYi
0Y 1Y F F F Y
and each of these
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causes a rate decrease of ACR 1 А 1 А CDFi1.
The expected rate reduction is then


values. We choose an OC-3 link, with

PCR
360Y 000 cells/s, for varying values of grm,

h


i


RIF, CDF and cell rate ACR. Note here that we

I
ACR 1 А 1 А CDFi1


are not modeling the eect of feedback delays.

i
0


2 А qCrmi

ACR
1



1АCDF


!

X


Table 1 shows the statistically allowable RM cell

loss probability, q.

The tolerance to RM cell loss is very low (i.e., q

2 А qCrmА1


1 А qА1 А q
CDF


is small) when the rate increase factor RIF is small,

In summary, the expected rate change in the steady

state with an initial rate of ACR is

!

RIF Б PCR 1 А1

but the rate decrease due to the triggering of Rule

6 (CDF) is large. When the rate is high, e.g.,

ACR
PCR
360Y 000 cells/s, RIF is small (say

1/64), and CDF is large (1/4), and the window,

2 А q

АACR

1


1АCDF


!

X


grm, of the missing RM cells is small (16),
q is

only 0.1623. As we make the increases smaller and

2 А qCrmА1


1 А qА1 А q
CDF


the decreases (due to Rule 6) larger, the tolerance

to RM cell loss gets smaller and smaller, with
q

For the rate to be stable, statistically, the expected

rate change should be non-negative. Thus, we have

the following:

Proposition 5.3. ith n w ell loss proility

0 T q T 1 nd urrent trnsmission rte egD there

is no expeted rte derese if

RIF Б PCR 1 А1

tending to 0. For the representative set of values of

Crm
16Y RIF
1a64 and CDF
1a128, we ®nd

that the tolerance to RM cell losses can be quite

high: up to 72% of the RM cells may be lost,

without Rule 6 exhibiting an undesirable eect.

We are not modeling eects of feedback delay.

Therefore, when CDF is approximately RIF, we

should need only about 1 out of every
grm RM

PACR

2 А q


1


1АCDF


cells to be returned not to trigger Rule 6. Thus, our

tolerance to RM cell loss may be quite high, as seen

2 А qCrmА1


1 А qА1 А q
CDFX

5X24


in the ®fth and last rows of Table 1. In fact, for

typical values of RIF and CDF, and for a reason-

ably large value of grm, the system can tolerate a

fairly substantial probability of RM cell loss.

We examine, numerically, the tolerable RM cell

loss probability for a set of system parameter

Table 1

Allowable RM cell loss probabilities


However, since we do not model feedback de-

lays, we should in fact ensure that the grm value

q

0.1623

0.6580

0.6924

0.7253

0.7977

0.8135

0.8294

0.7708

0.7968

0.8217

0.8536

0.8666

0.8797


ACR

360 000

360 000

360 000

360 000

360 000

360 000

360 000

36 000

36 000

36 000

36 000

36 000

36 000


PCR

360 000

360 000

360 000

360 000

360 000

360 000

360 000

360 000

360 000

360 000

360 000

360 000

360 000


Crm

8

16

16

16

32

32

32

16

16

16

32

32

32


RIF

1/64

1/64

1/64

1/64

1/64

1/64

1/64

1/64

1/64

1/64

1/64

1/64

1/64


CDF

1/4

1/32

1/64

1/128

1/32

1/64

1/128

1/32

1/64

1/128

1/32

1/64

1/128
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that is stated above in Table 1 is corrected for the

practical case when a large number of FRM cells is

sent in the ®rst round-trip time. grm only aects

the ®rst rate reduction of Rule 6. Thus, the actual

value of
grm
used should be the value of
grm

given in Table 1, plus the expected number of

FRM cells sent during one round-trip time. This

will allow us to tolerate the loss probability,
q,

shown in Table 1. The critical parameters for

tolerating RM cell loss are:

(1) A reasonably large value of
grm
(implying

the need to have a reasonable amount of buer-

ing in the network, to allow for a large initial (or

transiently incorrect) rate to persist.

(2) A small value of CDF, so that the reduc-

tion caused by Rule 6 triggering is not sub-

stantial.

6. Conclusions

Protocol design has traditionally been an evo-

lutionary process. First is the genesis of the algo-

rithms and an informal speci®cation of the

algorithm using an English description. The pro-

tocol is subsequently re®ned as a result of addi-

tional scrutiny and performance analysis using

simulations and other techniques. In the process,

the protocol begins to accommodate complexity to

address real-life situations where the initial design

was inadequate. This has also been the evolution

of the ATM Forum's ABR service description and

congestion management protocol. Our study

based on formal methods is useful to understand

the correctness and performance issues of the re-

sulting protocol.

Based on a careful analysis of the source rules in

the ABR speci®cation, we derived the conditions

to ensure that the source's ACR is stable in the

presence of delayed or lost feedback RM cells. We

arrived at bounds on the number of consecutive

RM cell losses tolerated while the ACR rate re-

mains stable. In addition, we gave an asymptotic

estimate of the value of ACR and the allowable

RM cell loss probability to ensure that ACR is

statistically stable.

While the details of our work are focused on the

ABR service for ATM, we believe the learning


here should be applicable in general for rate-based

feedback control protocols. Recent work exploring

the applicability of rate-based approaches to the

Internet [16] may use the methods proposed for

ABR to tolerate delayed or lost feedback from the

destination. The analysis we provided in this paper

indicates that we can make a rate-based Їow

control protocol stable under delayed or lost

feedback information. However, the parameters

for the reduction in the source rate during the time

that there is no feedback have to be chosen care-

fully.
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Appendix A

The correctness proofs in Section 4 use the

formal speci®cation in [13].

Proof of Theorem 4.1.
Note that the source ma-

chine queues data and RM cells instantly to the

scheduler machine whenever they are available.

Therefore, delay and ``lockup'' of cells can only

occur in the scheduler. We ®rst examine the

scheduler behavior. A routine proof shows that

transitions from the active state
S1are mutually

exclusive and inclusive.
Г

Lemma A.1.
sn the sheduler mhineD t ny

moment one nd extly one of the trnsitions from

the tive stte S1is exeutleF e similr sttement

lso holds for the rte hnge stte S2F

The above lemma shows that in the active state

one and only one of the outgoing transitions is
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executable. It does not imply that the ABR pro-

tocol is livelock free; for that, we have to show that

the transitions which transmit data cells and RM

cells will always be executed within a ®nite amount

of time. The following analysis proves this fact and

also provides a bound on the time for the data and

RM cells to be transmitted.

Since MCR T ACR, the time interval in (4.1)

for FRM cells can be easily derived from Propo-

sition 3.1. On the other hand, the bound for BRM

cells is provided in Lemma 3.2. Note that the

bounds in (3.1). is obtained directly from

the speci®cation without any assumptions that the

protocol is deadlock or livelock free.

We now analyze the waiting time for a data cell

ready for transmission and that completes the

proof Data cells are queued to scheduler immedi-

ately, and, therefore, the only delay occurs in the

scheduler. There are three cases. All transitions

refer to those in the scheduler machine in [13].

gse 1. he lst ell sent ws n pw ell. The

corresponding transitions executed were either T1;

or T3followed by T4; or T3followed by T5. In all the

cases, we are back in state
S1with
X1X20.

There are two subcases.

(A)
X
0. In this case, among all the transi-

tions from S1, only T7is executable, since event i is

TRUE: there are data cells waiting for transmis-

sion,
X
0, and
X1X20 ` Nrm А 1. There-

fore,
T7is executed and the data cell waiting for

transmission is sent. In this case, the delay is

1aACR.

(B) X
b 0. In this case, only T6is executable,

since X
b 0 and X10. Therefore, a BRM cell is

sent and we are still in state S1with X11. Now

by a similar argument among all the transitions

from
S1, only T7is executable. Note that T6is no

longer executable since
X10 k
!
i
FALSE.

Therefore, T7is executed and the data cell is sent.

The delay is 2aACR.

gse 2. he lst ell sent ws  fw ell. The

corresponding transition for the transmission was

T6. After the execution of T6Y
X1b 0 and T6is no

longer executable since
X10k
!
i
FALSE.

From Lemma A.1, one and only one of the tran-

sitions from S1and also S2is executable and con-

sequently, either an FRM cell or a data cell is sent

as a result of the execution. If an FRM cell is sent,


then from Case 1 the data cell will be sent in time

no more than 3aACR. Otherwise, the data cell is

transmitted in time 1aACR.

gse
3.
he lst ell sent ws  dt ell. The

corresponding transition executed was T7. Similar

to Case 1, among all the transitions from S1and S2,

one and only one of them is executable. Therefore,

either T7is executed next and in this case the data

cell is sent, or an FRM cell or a BRM cell is sent.

By the analysis in Cases 1 and 2, the data cell

is sent in time no more than 1aACR
3aACR

4aACR T 4aMCR.

Proof of Theorem 4.2.
Since RM cells and data

cells are not duplicated, eventually they will all be

processed and we will arrive at a situation where

there are no data or RM cells in transmission. The

only possible actions subsequently are: sending

new FRM cells and corresponding BRM cells be-

ing turned around and transmitted.
Г

If there are no BRM cells waiting for trans-

mission at both the end-stations then only FRM

cells can be sent. After transmitting an FRM cell

by Source Rule (3)(a) no more FRM cells can be

sent until min fMrmY Nrm А 1g P 2 data or BRM

cells are transmitted before the next FRM cell can

be sent. Therefore, the system goes to a sleep state.

If there are BRM cells waiting for transmission

then each FRM cell is sent after at least min

fMrmY Nrm А 1g P 2 BRM cells are transmitted

according to Source Rules (3)(a) and (b). Since

RM cells in transmission are not duplicated, the

total number of RM cells Їowing on the VC is

strictly monotonically decreasing as FRM cells are

sent and received at the remote station. Eventu-

ally, both end-stations are in the following situa-

tion: each of them sends an FRM cell followed by

n
BRM cells where
n ` minfMrmY Nrm А 1g.

Eventually, there are no RM cells in transmission

on the VC. Neither end-station can proceed; there

are no FRM cells in transmission that are to be

turned around and neither end-station can send

FRM cells by Source Rule (3)(a). We reach a sleep

state.

If the conditions Mrm P 2 and Nrm P 3 are not

satis®ed, it is obvious from Source Rule (3)(a) that

each end-system is in a state that sends an FRM
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cell after turning around a BRM cell from the

other station and
rm
time has elapsed, since

Mrm
1 or Nrm А 1
1. It is a busy-wait state.

Proof of Theorem 4.3. Upon receiving BRM cells,

the source adjusts ACR in state S2of the source

machine. The four transitions involving rate

changes are T4Y T5Y T6, and
T7; they all move from

state S2to S1. These four rate-change transitions

are mutually exclusive and inclusive.

Lemma A.2.
sn the soure mhine nd on rrivl

of  fw ellD one nd only one rteEhnge trnE

sition is exeutle from the rteEhnge stte S2F

We use the above results to discuss the inter-

operation of EFCI and ER in determining the rate

ACR, and that completes the proof.
Г

The EFCI scheme indicates congestion by set-

ting the CI bit; ER scheme indicates congestion by

setting ER such that ER T ACR. Obviously, there

are three cases.

gse 1. foth ipgs nd i indite  ongestion.

In this case,
CI
1 && ERBRMT ACR ). Source

tranistion T4[13] is enabled, and by Lemma A.2 it

is the one and only transition enabled; the result is

the following rate change:

ACR X
max MCRY

min ACR Б 1 А RDF Y ERBRMggX

Thus the ®nal rate is the minimum of the two rates,

determined by the two schemes, respectively.

gse
2. foth ipgs nd i indite no ongesE

tion. In this case,
CI
0
&&
ACR ` ERBRM,

we consider two sub-cases:

(A) NI
0. In this case,
CI
0 &&

NI
0
&&
ACR ` ERBRM, source T5is the one

and only transition enabled; this results in the

following rate change:

ACR X
min ERBRMY PCRY ACR
RIF Б PCRgX

Therefore the ®nal rate increase is bounded by the

minimum of the increases allowed by the two op-

tions.

(B) NI
1. In this case,
CI
0 &&
NI
1

&& ACR ` ERBRM, source T6is the one and only


transition enabled; the result is that there is no rate

increase.

gse
3.
yne indites ongestion nd the other

indites no ongestion. Consider two sub-cases:

(A)
ipgs indites ongestion ut i indites

no ongestion. In this case,
CI
1 && ERBRMb

ACR , source
T4is the one and only transition

enabled, the result is the following rate change:

ACR X
max MCRY

min ACR Б 1 А RDF Y ERBRMggX

Hence the outcome is the rate reduction due to

EFCI scheme since ERBRMb ACR.

(B)
ipgs indites no ongestion ut i indiE

tes ongestion. In this case, CI
0&&ACR P

ERBRM, source T7is the one and only transition

enabled, this results in the following new rate:

ACR X
max MCRY ERBRMgX

Thus the outcome is that there is a rate reduction

due to the ER scheme.
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